Support vector machines and
machine learning on documents



Support vector machines




Linear classifier

f(X) = sign(@'X + b)

£(F) = (@7% + b)



Quadratic optimization problems

* Minimize (in w, b)
— % |w|

* subject to (forany i=1,...,n)
—vi(Ww*x:-b)=1



Quadratic optimization

L. . 1
Minimize f(X) = ¢x +75 x Qx

subjectto Ax b andx = (



Dual form

Find a4, ...ay such that ¥ a; — % i afj-aijf-yjf;ff is maximized, and

Z—r'ﬂir'yr' =0
e p; >0foralll <i <N

f_i:? Z X %"‘fr
=y — W' X} for any X} such that a; # 0

=



Extensions to the SVM model

e Soft margin classification
* Multiclass SVMs
* Nonlinear SVMs



Soft margin classification

Find w0, b, and ¢; > 0 such that:

o S0'W+ CY,;¢; is minimized
e and for all {(f{,yf)}, yi(iﬁTfi + b) > 1—¢;

Find «q,...an such that }_ a; — % 1) aiocjyiyjfffj is maximized, and

* )iaiyi =70
e 0<ua <Cforalll<i<N



Multiclass SVMs

e any-of classification
 one-of classification

* y =argmax(w'O(x, y'))



Nonlinear SVMs

e '|©—o

0|




Nonlinear SVMs

* Nonlinear Kernels



Issues in the classification of text
documents

* Choosing what kind of classifier to use
* Improving classifier performance



Choosing what kind of classifier to use

* How much training data is there currently
available?

— no labeled training data: hand-written rules
— semi-supervised training methods

— reasonable amount of labeled data

— a huge amount of data are available



Improving classifier performance

arge and difficult category taxonomies
~eatures for text

Document zones in text classification

— Upweighting document zones

— Separate feature spaces for document zones
— Connections to text summarization



Machine learning methods in ad hoc
information retrieval

* Asimple example of machine-learned scoring

e Result ranking by machine learning



A simple example of machine-learned

scoring
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Result ranking by machine learning

®(d;, d;,q) =¥(d;,q) —¥(d;,q)
' ®(d;, dj,q) >0 iff d; <d;
Find w, and ¢;,i > 0 such that:

l —;.T — ) . . . .
* sw w+CY,;;¢;;is minimized

e and for all {(I)(dzr d], L]) . di ~ d]}, ZET(I)(CI{; d}; Q) 2 1 — éi,j



