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Background

* Given only a query, an IR system has an uncertain
understanding of the information need.

* Q@Given the query and document representations,
a system has an uncertain guess of whether a
document has content relevant to the
information need.

* Probability theory provides a principled
foundation for such reasoning under uncertainty,
exploiting which, estimating how likely it is that a
document is relevant to an information need.



Retrieval models

* Probability Ranking Principle
* Binary Independence Model
— most influential

* Okapi BM25 weighting scheme, and Bayesian
Network models for IR



Review of probability theory

Chainrule:
— P(A, B) =P(A N B) =P(A|B)P(B) = P(B|A)P(A)
=> P(A,B) = P(B|A)P(A)

Partition rule: P(B) = P(A,B) + P(A,B)
) ~ P(A)  P(A)
Odds: O(A) = P(A)  1-P(A)

Bayes’s rule: (a posterior probability )

P(B|A)P(A) P(B|A) P(A)

P(A|B ——| P(
(415) P(B) Y xe(az P(BIX)P(X)



Probability Ranking Principle

e The 1/0 loss case

— For a query g and a document d in the collection,
let Rd,q be 1 if d is relevant with respectto q, O
otherwise.

— Estimated probability of relevance with respect to
the information need: P(R =1|d, q).



Cases w/o retrieval costs

* Return best possible results as the top k
documents
— Simply rank all documents in decreasing order of
P(R=1]|d, q)
* Aset of retrieval results is to be returned,
rather than an ordering:

— Simply return documents that are more likely
relevant than non-relevant

—dis relevant iff P(R = 1|d, q) >P(R = 0]d, q)



Short point

* |sit possible for all probabilities are known
correctly in practice?

— Never.



Consider retrieval cost?

e Let C1 be the cost of retrieval of a relevant document
and CO the cost of retrieval of a non-relevant
document.

* For a specific document d and for all documents d’
not yet retrieved

C;-P(R=1d)+Cy-P(R=0|d) < Cy-P(R=1|d")+Cy- P(R = 0|d")



Binary Independence Model

e Estimating the probability function P(R]|d, q) is
practical.

* Documents and queries are both represented
as binary term incidence vectors.

X = I:_E_"L’] PR Y ]

e wherext =1 iftermtis presentin document
dand xt =0 if tis not presentin d.



P(XR=1,4)P(R =1|j3)

P(R=1|x,q :
[ X, q) P
P(¥IR=0,q)P(R =0|g7
PR=0|Z7) = —=o 4)P( )
P(X|q)

e Statistics about the actual document

collection are used to estimate these
probabilities.

* P(R=1|7)and P(R = 0|7) indicate the prior
probability of retrieving a relevant or non-
relevant document respectively for a query q.



Ranking function

 Rank documents by odds of relevance

P(R=1|7)P(Z|R=1,7)

, . P(R=1|%,q) P(Rq) P(R=1|7) P(X|R =1,7)

O(R|%, ) = q) _ 9 _ M q) "\ I

U P(R=0|X,§) PR Hl;.?::ﬁ"-:flﬁ 0.4 P(R=0|7) P(X|R=0,7)
~":L_frlil]

Naive Bayes conditional independence
assumption:

— The presence or absence of a word in a document
is independent of the presence or absence of any

other word , 1o
P(XIR =1,7) 5 P(x¢|R=1,7)

P(X[R =0,7) [1 P(x(|R = 0,7)

f=1




Ranking function cont.

e Expand:

P(x =1|R =1,7) P(x; = 0|R = 1,7)

2a) = Of . ~
D(R|1;{]) LLRM] l_hl J”{Ir :]“{:U;{T} hl_[“ P[IJ:U R:U;ITJ

fry.= Y=

| document | relevant (R = 1) nonrelevant (R = 0) |
Term present xp=1 Pt i
Term absent xp =10 1— py 1 — uy

e Retrieval Status Value (RSV)

B pi(1 — uy) B pr(1 — uy)
RSV; =1log [] : = Y log ur(1= pr)

tixp=gq;=1

* Ct: log odds ratios for the terms in the query.



How to estimate ct quantities

 The ctquantities function as term weights in
the model, and the document score for a
guery is RSVd = x=qt=1 Ct.

. T P H-"r.rlls_""j:'
cy = K(N,df,S,s) = log (df —5)/((N —df,) — (5 —3))

(s+3)/(S—s+3)
(dfy —s+4)/(N—dfy —S+s+ 3)

\

* simple form of smoothing Bayesian prior

C; = KI{,',\‘J,C]E#, 5:5} — ng



Probability estimates in practice

* Relevant documents are a very small
percentage of the collection

* Approximate statistics for non-relevant
documents by statistics from the whole
collection.

 ut=dft/ N

log|(1 — uy) /uy] = log|[(N — dfy) /df;] = log N /df;



Quantity pt estimated

* Use the frequency of term occurrence in known
relevant documents.

— relevance feedback weighting in a feedback loop

e Using a constant in their combination match
model.
— pt =0.5, 1-pt==pt, ut =dft /N

— document ranking is determined simply by which
qguery terms occur in documents scaled by their idf
weighting.

* pt=dft/N.



Relevance feedback

* Guess initial estimates of pt and ut.
— pt=0.5?
* Use the current estimates of pt and ut to

determine a best guess at the set of relevant
documents R={d: Ry, =1}.

— Present to user & interact
e Refine the model of R

— Learning from user relevance judgments for some
subset of documents V.

— VR = fd eV, Rgq = 1} c R\
— VNR= {d € V,R;, = 0},



Relevance feedback cont.l

e Re-estimate pt and ut on the basis of known
relevant and non-relevant documents.

pr = |VR;|/|VR|

— VRt is the set of documents in VR containing xt
VR + 5
Pt = TVR| + 1

— the set of documents judged by the user (V) is usually

very small

— resulting statistical estimate is quite unreliable (noisy)

— Bayesian updating i ()
k41 _ |1‘ Rr| —Hf_?!l '

!
P VR| + x




Relevance feedback cont.ll

— Here , s me k  estimate for pt in an iterative
updating process and is used as a Bayesian prior in
the next iteration with a weighting of k.

— K =5 is perhaps appropriate

* Repeat the above process from step 2,
generating a succession of approximationsto
R and hence pt, until the user is satisfied.

* Pretend VR =, V| + N



* Vector space
* Probabilistic

— Either works



